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Abstract - A framework for video content representation is pro-
posed in this paper for extracting limited, but meaningful, information
of video data directly from MPEG compressed domain. First, the tradi-
tional frame-based representation is transformed to a feature-based one.
Then, all features are gathered together using a fuzzy formulation and
extraction of several key frames is performed for each shot in a content-
based rate sampling framework. In particular, our approach is based
on minimization of a cross-correlation criterion ameng video frames of
a given shot so as to be located a set of minimally correlated feature
vectors. Experimental results indicating the good performance of the
proposed scheme are also presented.

INTRODUCTION

Traditionally, video is represented by numerous consecutive frames, each of which
corresponds to a constant time interval. However, such a representation is not ade-
quate for the new emerging multimedia applications, such as content-based index-
ing, retrieval and video browsing. For this reason new methods for efficient video
content representation should also be implemented. In particular, a “pre-indexing®
stage should be introduced, extracting limited and meaningful information of the
video content. The objective is to divide a video sequence into separate representa-
tive shots, i.e., scenes, and then extract the most characteristic frames (key frames)
within the selected shots [2], [3], [7].

The first approaches [6], {10] in this research area are oriented to detecting shot
changes; they can, therefore, be used as the first stage of video visualization algo-
rithms. Exploitation of shot information by selecting one key frame for each shot
has been presented in {1], {8]. However, a single key frame cannot provide suffi-
cient information about the video content. Recently some other approaches dealing
with construction of a compact image map or image mosaics have been described
in [5], [8]. Although such a representation can be very good for specific applica-
tions, it cannot be effectively implemented in real world complex shots. A method
for analyzing videc and building a pictorial summary for visual representation has
been proposed in [11]. This work is mainly concentrated on dividing a video into
consecutive meaningful segments (story units), instead of extracting key frames.
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Figure 1: Block diagram of the proposed architecture.

In this paper, extraction of several key frames within a shot is proposed for
efficiently describing the shot content. Firstly, video frame-based representation
is transformed into a feature-based one, by applying several image processing and
analysis techniques to each video frame. To reduce the required computations and
simultaneously exploit information existing in MPEG video databases, such as block
color average and motion vectors, our analysis is performed directly on the MPEG
compressed domain. Based on the feature-based video representation, key frames
are extracted by minimizing a cross-correlation criterion. A stochastic framework
has been adopted for efficient estimation of those frames, which optimally represent,
in the sense of cross-correlation, the content of a video shot.

FEATURE-BASED VIDEO REPRESENTATION

A block diagram of the proposed architecture is illustrated in Figure 1, consisting
of mainly four modules; shot cut detection, video sequence analysis, fuzzy classifi-
cation and key frame extraction. The first three modules, produce a feature vector
representation of the video sequence by first segmenting it into distinct video shots
and then applying image analysis techniques to the frames of each shot. Such a
representation provides a more meaningful description of the video content.

Scene Cut Detection: A shot detection algorithm is first applied in order to
temporally segment the sequence into shots. Several algorithms have been reported
in the literature for shot change detection [6], {10]. In our approach the algorithm
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proposed in [10] has been adopted since it is based on the dc coeflicients of the DCT
transform of each frame.

Video Sequence Analysis: The next step of the analysis is segmentation of each
shot into video objects and extraction of essential information describing those
objects. In this paper, color and motion segmentation is applied to the image
sequence representing each video shot. In particular, the number, size, location
and average color (motion) components of all color (motion) segments are used
for the construction of a color (motion) feature vector. To avoid the existence of
small objects and also to accelerate the required time, a hierarchical color/ motion
segmentation scheme have been proposed as it is described in [4].

Fuzzy Feature Vector Formulation: All features extracted by the video sequence
analysis module can be used to describe the visual content of each video frame.
However, they are not directly included in a vector to be used for this purpose,
since their size differs between frames. To overcome this problem, we classify color
as well as motion segments into pre-determined classes, forming a multidimensional
histogram and then we assign a degree of membership to each class.

KEY-FRAME EXTRACTION

Key-frame extraction is achieved by minimizing a correlation criterion, so that
the selected frames are not similar to each other.

Let us denote by f; € ®, i € V = {1,..., Np} the feature vector of the i-th
frame, where Ng is the total number of frames of a scene, and suppose that the
K r most characteristic ones should be selected. The correlation coefficient of the
feature vectors f;, f; is defined as

ps; = Cij[(gio;) (1}
where Ci; = (f; — u)T(fi — ) is the covariance of the two vectors, u = Zfi’l fi/Nr
is the average feature vector of the scene and a? = Cy; is the variance of f;. [n order
to define a measure of correlation between K feature vectors, we first define the

index vector X = (z1,..., 2Kk} €W C Ve where
W= {(z1,...,2x0) EVFF im <o < ape,} (2)
is the subset of ¥*F which contains all sorted index vectors x. Thus, each index
vector X = (%1,..., %K) corresponds to a set of frame numbers. The correlation
measure of the feature vectors f;, { = #1,..., 2k, is then defined as
1
Kp—1 Kp 5

R(x) = R(z1,...,0x,) = Z Z pi!.,,]. (3)

i=1 j=it1

Based on the above definitions, it is clear that searching for a set of K'r minimally
correlated feature vectors is equivalent to searching for an index vector x that
minimizes R{x). Any permutations of the elements of x will result in the same
sebs. The set of the K'r least correlated vectors, is represented by

i:(f;g,...,.%NF)=a.rgm€inR(x) (4)
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Unfortunately, the complexity of an exhaustive search for the minimum value of
R(x) is such that a direct implementation would be practically unfeasible, since ¥
includes all possible combinations of frames. For that reason a logarithmic search
has been proposed in [4]. The algorithm is restricted to the special case Ny = 2< and
its implementation includes the definition of an initial step size §(0) = s%% = Np /4
and an initial index x(0) € W as the element of W which is closest to the middle
point %o = {4, ..., ), where g = 2971 — 1. Successive index vector estimates are
then obtained by the recursive equations

x(n+1) = arg een (D ) R(x),8(n + 1) = §(n)/2 (5)
where the neighborhood N(x,d} of x is a small set of index vectors whose distance
from x is §. The final result % = x{(G—1) is obtained by applying the above recursion
forn =90,...,G — 2 (until é(n} = 1). The algorithm, whose implementation details
are fully described in [4], provides a very fast convergence to a sub-optimal solution,
To make the algorithm more flexible, a stochastic approach is proposed in this paper,
so that the optimal solution is obtained.

Stochastic Approach

The concept of this stochastic approach is to assign a probability to every neigh-
lror point of the current examined point |, i.e., every point belonging to the set and
then to select the next index vector using the assigned probabilities; these proba-
hilities are inversely proportional to the respective correlation measure. The search
procedure is repeated several times, so that in effect multiple logarithmic search
experiments take place in a random way. Due to the stochastic behavior of the
algorithm, different neighbors are selected in every new experiment, resuiting in the
generation several random paths.

Let us denote by Xm(r2) the index vector at the n-th iteration step for the m-
th experiment, and by y:, ¢ = 1,...,|N] its neighbors, i.e., the elements of set
N{(xm(n),8(n)), where |N| is the set cardinality. Then, a probability value is as-
signed to each y; according to the respective correlation measure as follows
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P =1—R(ya)/ZR(yj),z‘= 1., [N (6)

A cumulative probability function is then constructed forall y;,ie., ¢ = Z;:l Pis
i=1,...,|N|, with go =0. Using a given random number r, uniformly distributed
in the range [0,1], the next index vector X;,(n + 1) is chosen among y: as follows

xm(n+ 1} ={yi € N(xm(n),d(n)) : gi-1 <7 < 4} (7

The tteration is repeated n = 0,1,..., M — 2 times, as in the case of the loga-
rithmic search algorithm, and the result of the m-th experiment is the index vector
R,n = arg min;=o, . am—1 (% (7)) corresponding to the minimum correlation mea-
sure along the path of the experiment. The final result is the index vector cor-
responding to the minimum correlation measure of all vectors in all experiments.
After J experiments, the optimal solution £ = argming=i, .. ,7 f{%m) is selected,
containing the indices of the Ky key frames.



EXPERIMENTAL RESULTS

An MPEG video database consisting of real life video sequences is used in the
following to test the performance of the proposed algorithm. The feature domains
are partitioned in ¢} = 3 classes.

One shot of the database are used for demonstration of the performance of the
proposed techniques. The shot, coming from a test drive sequence and consisting
of Ngp = 203 frames, is illustrated in Figure 2. One every 10 frames is depicied,
resulting in 20 frame thumbnails.

The results of the proposed method for key-frame extraction are shown in Figure
3. The four selected key frames of the given shot are shown in the Figures 3(a,l)
for the logarithmic and stochastic approach respectively. Although a very small
percentage of frames is retained (K'r = 4), it is clear that, in all cases, one can visu-
alize the content of the shot by just examining the four selected frames. Although
a comparison of the two algornithms is rather subjective, it can still be argned that
key frames selected by the the proposed method are more representative of the shot
than that of the logarithmic one.
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Figure 2: Test video sequence, frames #0 to #200.

(b)

Figure 3: Extracted key frames based (2) on logarithmic search, and (b)
stochastic logarithmic

[9] N. Vasconcelos and A. Lippman, *A Spatiotemporal Motion Model for Video
Summarization,” Proc. of IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 361- 366, Santa Barbara, CA, June 1998.

[10] B. L. Yeo and B. Liu, “Rapid Scene Analysis on Compressed Videos,” I[EEE
Trans. Circ. and Syst, for Video Tech., vol. 5, pp. 533- 544, Dec. 1995.

[11] M. M. Yeung and B. Yeo, “Video Visualization for Compact Presentation and
Fast Browsing of Pictorial Content,” IEEE Trans. Circ. and Syst. for Video
Tech., Vol. 7, No. 5, pp. 771- 785, Oct. 1997.

146



